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Abstract

Experimental and theoretical results on charge-exchange cross-sections and charge-state distributions of relativistic heavy ions penetrating through matter are presented. The data were taken at the Lawrence Berkeley Laboratory’s BEVALAC accelerator and at the heavy-ion synchrotron SIS of GSI in Darmstadt in the energy range 80–1000 MeV/u. Beams from Xe to U impinging on solid and gaseous targets between Be and U were used. Theoretical models for the charge-state evolution inside matter for a given initial charge state are presented. For this purpose, computer codes have been developed, which are briefly described. Examples are given which show the successes and limitations of the models.

1. Introduction

The advent of relativistic heavy-ion accelerators, as well as new applications with relativistic heavy-ion beams, require a detailed knowledge of atomic collision processes. For instance, accelerators need efficient strippers which induce only small emittance blow-up. High ionic charge states allow for lower power consumption and/or smaller machines, thus reducing their price and their operational costs. It is desirable to use as few stripper stations as possible in order to minimize losses of beam intensity.

For the design and operation of storage rings for heavy ions and colliders such as ESR (Darmstadt), RHIC (Brookhaven) and LHC (Geneva), one has to know precisely the interaction cross-sections with the residual gas and colliding beams in order to estimate beam lifetimes and loss rates. Also, in the multiple-turn passage through these devices, the charge-state distribution of the beam will evolve, with subsequent beam loss.

State selective atomic-collision experiments, such as radiative transfer and excitation (RTE) measurements, require known initial charge states. For the interpretation of many nuclear-physics experiments, a knowledge of ionic charge-state distributions is decisive, for instance for the determination of the nuclear-charge yields of fission products.
Indeed, the first experimental results on ionic charge-state distributions for heavy ions were obtained with fission fragments by Lassen [1]. Interesting effects, such as the gas-solid difference in the mean charge state were discovered. However, due to the wide energy spread of fission fragments, these experiments could not be very detailed. Moreover, the huge charge-changing cross-sections at low energies and the target preparation techniques at the time, did not allow for cross-section measurements under single-collision conditions.

Pioneering theoretical work was done by Bohr [2] and Bohr and Lindhard [3]. The so-called Bohr criterion that projectile electrons are stripped off during the penetration of matter if their orbital velocity is smaller than the projectile velocity, was established and proven to be in good agreement with experimental findings. Although this criterion is very useful and can be applied successfully even at relativistic velocities, it does not incorporate any target dependence. In later years, many semi-empirical parameterizations were developed, see e.g. [4], to describe the energy and target dependence of the mean charge and the width of charge-state distributions.

Once the cross-sections are known, the charge-state evolution for ions having any initial charge state can be obtained from the solution of rate equations. For up to three charge states, they can be easily solved analytically [5]. Beyond this number of charge states, numerical approaches are used frequently. A general analytical scheme for an arbitrary number of charge states has been derived by Sigmund [6]. For heavy ions, many charge states typically contribute to the charge-state distribution. Thus, in principle, one needs to know all the relevant cross-sections for excitation, decay, ionization and capture for all contributing ground and excited states. One may overcome these difficulties, by using ‘effective’ cross-sections for capture and loss, derived from the measured target-thickness dependence of charge-state fractions [7]. For relativistic heavy ions, the situation generally is simplified compared to low energies, since at charge-state equilibrium even the heaviest ions carry only few electrons during their passage through matter. Fig. 1 compares equilibrium charge-state spectra of U projectiles in carbon at 1.4, 11.5 and 950 MeV/u. As depicted in this comparison, at low energies the charge-state spectrum is broad and bare ions cannot be produced whereas at high enough energies the charge-state distribution receives contributions only from bare, H- and He-like ions in charge-state equilibrium. At still higher energy, the bare-ion fraction dominates. At low energies, carbon is the best stripper whereas at high energies carbon is a poor stripper as compared to heavier target materials. The reason will be explained below.

New experimental techniques have been developed which give detailed insights into specific charge-changing processes [10]. The observation of photons emitted in radiative electron capture (REC) is possible [11] and coincidence techniques [12] allow the measurement of differential REC cross-sections. Subshell resolved excitation cross-sections also can be obtained [13,14]. A striking feature of atomic-collision experiments with relativistic heavy ions is that charge-changing cross-sections can be studied under single-collision conditions in solids. Gas-jet targets at storage
rings, such as at the ESR at GSI, open up unique new experimental opportunities in this respect.

The purpose of this paper is to summarize theoretical and experimental results on charge-changing cross-sections, charge-state evolutions, and equilibrium charge-state distributions. The data are derived from experiments carried out at the BEVALAC (Berkeley) and at the heavy-ion synchrotron SIS of GSI (Darmstadt) and associated facilities. Representative data, partly unpublished so far, are given for Xe, Au, and U projectiles impinging with kinetic energies from 80 to 1000 MeV/u on targets ranging from Be to U. For experimental details, the reader is referred to [15–25]. Phase-state, directional, and ultra-relativistic effects are beyond the scope of the present paper. Only charge states of relativistic projectiles are considered throughout this paper. Theoretical models and their range of applicability are discussed. The models are implemented in two computer codes developed for practical applications and able to take into account, respectively, up to three and up to 28 electrons attached to the projectile. The results are compared with experimental data.

2. Physical background

The modeling of charge-state distributions of ion beams passing through matter requires the knowledge of the basic interaction mechanisms between highly charged ions and neutral matter, i.e., the processes of projectile excitation, deexcitation, and ionization, and of electron capture into empty projectile states. The lifetimes of excited ionic states may have to be taken into account, particularly for solid targets. The high atomic density in a solid target may lead to important charge-changing effects caused by sequential collisions in the target. However, since lifetimes of excited states decrease dramatically with the increase of the nuclear charge number \( Z_p \) of the projectile (e.g. as \( 1/Z_p^4 \) for allowed dipole transitions and \( 1/Z_p^6 \) for spin-forbidden magnetic dipole transitions), these effects generally play a minor role for high-\( Z \) projectiles.

In the following, we discuss briefly the cross-sections for the basic processes on the basis of available experimental data. For clarity, we restrict the discussion to the simple cases of high-\( Z \) bare, H- and He-like projectiles. One finds that the general scaling laws of the charge-changing cross-sections for these ions explain the overall features of equilibrium charge-state distributions in the entire relativistic velocity domain, even quantitatively.

2.1. Cross-sections for ionization and excitation

As long as asymmetric collision systems are considered \( (Z_T \ll Z_p, \text{ where } Z_T \text{ and } Z_p \text{ denote the nuclear charge of target and the projectile, respectively}) \), the ionization of H- and He-like high-\( Z \) projectile ions can be reasonably well described within first-order perturbation theory, such as the semiclassical approximation (SCA) or the plane-wave Born approximation (PWBA). Here, the basic assumptions are that only an electronic perturbation of the projectile atomic wave function is caused by the target nuclear charge and that the trajectory of projectile is not disturbed by the collision. Within the non-relativistic PWBA, the K-shell ionization cross-section \( \sigma_{\text{ion}} \) for a H-like projectile follows the simple scaling law:

\[
\sigma_{\text{ion}} = \sigma_0 f \left( \frac{v}{v_K} \right). \tag{1}
\]

In this equation, \( \sigma_0 = 4\pi a_0^2 Z_T^4 / Z_p^4 \), \( a_0 \) is the Bohr radius, and \( f(v/v_K) \) is a slowly varying function of the projectile velocity \( v \), which reaches a maximum near \( v = v_K \), where \( v_K \) denotes the velocity of the active K-shell electron. Tabulated values of this function can be found in various publications (see, e.g., [20]). Even this non-relativistic approach describes the electron-loss data for relativistic high-\( Z \) projectiles reasonably well. This is shown in Fig. 2, where all available cross-section data for K-shell ionization of H- and He-like high-\( Z \) ions are summarized, which were measured for low-\( Z \) targets [18,22,27,28,26].

For comparison, all the data are scaled to the collision system \( \text{Xe}^{53+} \rightarrow \text{H}^+ \) by applying the scaling relation (1). The data cover an energy range between 80 and 1000 MeV/u and a projectile range between xenon and uranium. The data are plotted as a function of the reduced velocity \( (v/v_K)^2 \) and are compared with the non-relativistic PWBA
predictions for Xe$^{53+}$ → H$^+$ collisions. Most of the data deviate by less than ±20% from Eq. (1).

To account for the relativistic effects on bound-state wave functions of high-Z projectiles, Anholt used a quasi-relativistic approximation to derive the following correction factor for the non-relativistic cross-section [29]:

$$ F = \left[ 1 + \left( \frac{Z_p \alpha}{2} \right)^2 \right]^{-2}, $$

(2)

where $\alpha \simeq 1/137$ is the fine-structure constant.

In addition, corrections due to the Lorentz transformation of the Coulombic target potential into the projectile frame must be considered, which yield the Liénard-Wiechert potential. The resulting transverse contribution to the ionization cross-section $\sigma_{\text{trans}}$ is approximately given by

$$ \sigma_{\text{trans}} = \sigma_0 \frac{\ln \gamma^2 - \beta^2}{\ln \left( 2mc^2\beta^2/E_K \right)}, $$

(3)

where $\beta = v/c$ is the projectile velocity in units of the speed of light and $E_K$ is the K-shell binding energy of the projectile. The transverse contribution always leads to an increase of the ionization cross-section with increasing $\beta$ values. The final expression for the K-shell ionization cross-section for a H-like projectile $\sigma_{K}^i$ is obtained from the combination of Eqs. (1)–(3) yielding

$$ \sigma_{K}^i = \sigma_0 F \left( \frac{v}{v_K} \right) \left[ 1 + \frac{\ln \gamma^2 - \beta^2}{\ln \left( 2mc^2\beta^2/E_K \right)} \right]. $$

(4)

The target electrons also may cause a loss of projectile electrons by impact ionization. Within first-order perturbation theory, at high collision energies this process is the same as for proton impact. Hence, the ionization by the impact of target electrons can be included approximately by substituting $Z_T^2$ in Eq. (1) by $Z_T Z_p$.

In Fig. 3, the relevance of the different relativistic effects for the ionization cross-sections...
is illustrated. Projectile ionization cross-sections measured at the magnetic spectrometer FRS [22] for H-like Au$^{78+}$ ions colliding with carbon and nickel atoms are plotted as a function of the beam energy. For presentation purposes, the cross-sections obtained for the nickel target are normalized to the ones measured for the carbon target by applying the $Z^2_T$ scaling law of Eq. (1). The non-relativistic PWBA calculation, which includes in addition the correction factor for the relativistic wave functions, Eq. (2), is shown by the dotted curve, whereas the result obtained from Eq. (4) is given by the solid curve. Within the considered energy regime the cross-sections vary only slightly with energy, even if the transverse ionization term is included. These findings indicate that the corrections applied here for all relativistic effects are rather small [26].

Recently, ionization cross-section data were measured for H-like Au ions at 11 GeV/u, where the transverse interaction is very pronounced [30]. Even these data are in good agreement with the above simple ionization model, where relativistic effects are considered in an approximate way. At ultra-relativistic energies screening becomes important and the experimental data obtained for 160 GeV/u Pb ions cannot be explained any longer by means of the description outlined here [31].

For more symmetric collision systems such as Au$^{78+}$ → Ag collisions, the simple $Z^2_T$ scaling for projectile electron loss breaks down. Here, various effects such as multiple projectile electron loss and screening of the nuclear charge by the target electrons start to play an important role. For a detailed discussion of these effects we refer to Ref. [32]. On the other hand, for the stripper targets of most practical relevance, such as Al and Cu, the simplified treatment of the ionization process appears to be sufficient.

Excitation of projectile electrons in ion–atom collisions is mediated by the same basic mechanism as projectile ionization, except that the active electron is excited into a discrete bound state and not into a continuum of states. Similar to ionization, one may use non-relativistic first-order perturbation theory as a starting point for cross-section estimations, as done by Anholt [15] and by Anholt and Meyerhof [18]. However, already for He-like ions, the situation is rather complicated, since selection rules and the exact coupling of the electrons in each excited state must be considered [24,26]. The complexity of this process increases with the number of available projectile electrons. To date, almost no experimental data for excitation of high-Z projectiles are available [24]. With regard to charge-state distributions, excitation of projectile electrons is of importance only if the lifetimes of the excited states become comparable to the time between charge-changing collisions. Then, the effective ionization and capture cross-sections may change drastically (see Section 3.4).

2.2. Cross-sections for electron capture

Besides projectile ionization, also electron capture contributes to charge-changing channels in collisions between few-electron projectiles and neutral target atoms. The two most important processes are radiative electron capture (REC) and non-radiative electron capture (NRC).

REC dominates in high-energy collisions of high-Z projectiles with low-Z targets. Here, electron capture is accompanied by the emission of a photon. This process is the inverse of the photoelectric effect [33,34,14] and has been studied in great detail both theoretically and experimentally even for the heaviest ions up to bare uranium [35,23,14]. The non-relativistic dipole approach derived by Stobbe [33] provides a universal cross-section scaling law for the REC cross-section, valid for all non-relativistic ion–atom collision systems. The projectile atomic number $Z_P$ and the velocity $v$ enter the REC cross-sections through the adiabaticity parameter $\eta$, which for K-shell electrons reads

$$\eta = \frac{E_{\text{kin}}}{E_K},$$

where $E_{\text{kin}}$ is the kinetic energy of a target electron in the rest frame of the swift ion and $E_K$ is the K-shell binding energy. An estimate for REC into the projectile K-shell REC can be obtained by using the non-relativistic dipole approach and multiplying the result with the number $Z_T$ of quasi-free electrons in the target:
\[ \sigma_{\text{K-REC}} = Z_T \cdot 9165 \text{ barn} \left( \frac{\kappa^3}{1 + \kappa^2} \right)^2 \frac{\exp(-4\kappa \arctan \kappa^{-1})}{1 - \exp(-2\pi\kappa)} \]  

(6)

where \( \kappa = 1/\sqrt{\eta} \).

Exact relativistic radiative recombination calculations by Ichihara et al. [35] demonstrate that this simple dipole approximation yields reasonable results even for high projectile charges (e.g. uranium) and relativistic beam energies up to a few hundred MeV/u. This is shown in Fig. 4, where the total electron capture cross-sections per target electron measured for bare high-Z ions (from xenon to uranium) in collisions with light target atoms are plotted versus the \( \eta \)-parameter [23].

The predictions of the dipole approximation are given by the dotted curve. The solid curve shows the results of the rigorous relativistic calculations performed for \( Z_p = 80 \) [35]. The data cover a range from \( Z_p = 54 \) to \( Z_p = 92 \) and beam energies from 80 to 1000 MeV/u. At high energies, the results of Stobbe’s dipole approximation start to deviate from rigorous relativistic calculations. In this energy range, the latter can be better approximated by the Sauter formula [34], which is derived within a relativistic first-order treatment in \( aZ_p \).

With increasing nuclear charge of the target, the NRC process gains importance. NRC is mediated by a three-body interaction, where the third particle involved in the collision is the target atom. The active electron is transferred radiatonless from a bound target state into a bound state of the projectile. The target recoil takes up the excess momentum. At medium and high collision energies (\( \eta \gg 1 \)), only the most strongly bound target electrons determine the total NRC cross-section. In general, a precise theoretical description is difficult, as the Coulomb field of the projectile leads to distortions of the atomic wave functions in the target even at infinite distances. However, already the simple first order OBK approximation gives the non-relativistic cross-section scaling dependence:

\[ \sigma_{\text{NRC}} \sim \frac{Z_p^2 Z_T^2}{E_{\text{kin}}^5}. \]  

(7)

In the relativistic regime, the energy dependence approaches asymptotically a \( 1/E_{\text{kin}} \)-dependence [32].

The strong dependence of the NRC cross-section on the nuclear charges of the projectile and the target implies that at not too high energies this is by far the dominant capture process in collisions of high-Z projectiles with medium or high-Z target atoms. As discussed in detail by Eichler and Meyerhof [32], a reliable cross-section prediction from non-relativistic to relativistic energies can be obtained on the basis of the relativistic eikonal approximation.

Eichler [36] has derived an approximate analytical equation which allows the calculation of NRC cross-sections averaged over the subshells of arbitrary initial and final principal states \( n(P) \). In particular, for low-Z targets, these predictions are well confirmed by experiments and one can estimate that this theory provides reliable predictions within a factor of two. In Fig. 5, the total cross-sections for electron pick-up from a \( N_2 \) gasjet target into bare uranium ions, measured at the ESR storage ring, are displayed. The data cover the projectile energy range from 50 to 360 MeV/u [25].
solid curve is the sum of cross-section calculations for REC (dipole-approximation) and the eikonal approach for NRC. The calculation takes into account the capture of the nitrogen K-shell electrons into projectile states up to $n(P) = 20$. Good agreement between experiment and theory is obtained, illustrating the different energy dependencies of NRC and REC.

Depending on the projectile nuclear charge, in narrow energy regions resonant transfer and excitation processes may become additional important electron capture mechanisms [37]. As an example, for resonant K-electron excitation of Xe, Au, and U, the main resonances lie in the energy range 30–40, 80–100, and 110–150 MeV/u. However, this resonant capture process will not be considered in this paper.

In Fig. 6, the comparison between experiment and theory is extended to capture cross-sections for Au$^{78+}$ and Bi$^{82+}$ ions colliding with C-targets and Ni-targets [12,22]. Here, both, the predicted scaling of the total capture cross-section with the nuclear charge of the targets and with the beam energy is confirmed by the experiments.

### 3. Models

In this section, models are described, which are useful for charge-state preparations and predictions for relativistic heavy ions [32].

Although it is common to label ionic ground states by their charge $q$, for the present purpose it is more convenient to label them by the number of electrons $n = Z_P - q$ on the ion, where $Z_P$ is the projectile atomic number.

Many problems related to the statistics of the transport of an ion beam penetrating through layers of matter can be described analytically and efficiently with the Bothe–Landau scheme [38]. General expressions for energy-loss distributions, Coulomb-scattering distributions, and the charge-state spectrum of charged-particle beams as a function of target thickness have been given.
Developed by Rozet [41] to be very accurate up to energies of 30 MeV/u. Unfortunately, in the energy range between ~30 and 100 MeV/u, at present no program provides reliable predictions.

In many cases of relativistic collisions it is not necessary to use such refined models. Especially in heavy projectiles, the relevant electronic transitions typically are so fast that the contributing (inner) electrons are in their ground state by the time the next collision occurs. If this is not the case, it is possible to take into account the most important excited-state effects through the use of effective ground-state cross-sections. Such a model is described in Ref. [18] and is discussed in Section 3.4.

Furthermore, spontaneous processes such as Auger decay of multiply excited ions upon leaving a solid [42] appear to be very small and can thus safely be neglected in the present context.

3.1. Ground-state model

The most important cross-sections are those for one-electron loss and capture, respectively given by

\[ \sigma(n, n - 1) = n_K \sigma^{1}_K + n_L \sigma^1_L + n_M \sigma^1_M, \]  

(10)

and

\[ \sigma(n, n + 1) = \frac{2 - n_K}{2} \sigma^c_K + \frac{8 - n_L}{8} \sigma^c_L + \frac{18 - n_M}{18} \sigma^c_M + \sigma^c_H. \]  

(11)

These relations assume that the ion carries at most 28 electrons which fill the shells in succession up to the M-shell, with \( n_X \) electrons in shell X, so that \( n = n_K + n_L + n_M \). In principle, each \( n_X \) can take values from zero up to the maximum number of electrons in the shell. The cross-section \( \sigma^c_X \) is the loss cross-section for a single electron in shell X; for simplicity, Eq. (10) assumes that this cross-section does not vary with n, although such effects can be taken into account (see Section 3.4). The cross-section \( \sigma^c_X \) is the non-radiative plus radiative capture cross-section from all filled target states into a completely vacant projectile shell X, again assumed to be independent of \( n \), and \( \sigma^c_H \) is the capture cross-section into all shells higher than M.

Similar to Eqs. (10) and (11), one can write expressions for \( \sigma(n, n \pm m) \) in terms of the \( m \)-fold multiple-attachment and stripping cross-section,
respectively. Unless simplifying assumptions are made, these expressions are quite complicated because multiple processes in a single collision can involve more than one shell [18]. Fortunately, cross-sections decrease rapidly with increasing multiplicity, typically by an order of magnitude for each unit increase in multiplicity, so that multiple processes can be neglected.

Even with these simplifying assumptions the set of Eqs. (8) is not easily solved in general, because for projectiles of atomic number \(Z_p\) it involves \((Z_p + 2)(Z_p + 1)\) cross-sections, assuming that the negative ion with \((Z_p + 1)\) electrons is stable. Therefore, it is appropriate to examine still more restricted model solutions.

3.2. Pure stripping model

For heavy projectiles of several hundred MeV/u energy and for light stripper foils, approximately up to \(Z_T \leq 13\), capture is negligible compared to loss for the M-, L-, and possibly K-shells of the ions. If one also neglects multiple stripping compared to one-electron stripping, a simple statistical argument provides an analytical solution to Eq. (8). From this solution, the choice of stripper thickness for maximum yield of the desired charge state distribution [43]. If stripping takes place only within one shell (M, L, or K), the expressions are particularly simple. A small amount of capture does not affect the results significantly, except at thicknesses close to charge-state equilibrium, so that the results can be of practical value.

We start with a schematic one-shell model in which a \(n\)-electron ion has a one-electron stripping cross-section, given by Eq. (10),

\[
\sigma(n, n - 1) = n \sigma^1,
\]

where \(\sigma^1\) is the average loss cross-section per electron. On traversing a thickness \(x\) in the target medium, an electron has the probability

\[
\tau = e^{-\sigma x}
\]

of surviving on the ion and \((1 - \tau)\) to be stripped. Hence, if the ion enters with \(N\) electrons, the probability that just \(n\) electrons survive on the ion at \(x\) is given by the binomial expression

\[
Y_n(x) = \frac{N!}{n!(N - n)!} \tau^n (1 - \tau)^{N-n}.
\]

By substitution, one finds that Eq. (14) is a solution of Eq. (8) which satisfies \(\sum_{n=0}^{N} Y_n(x) = 1\).

From Eq. (14), one concludes that the mean number of electrons \(\bar{n}\) on the ion is

\[
\bar{n} = N \tau.
\]

Also, one can show that at \(\tau = \bar{n}/N\), \(Y_n[\tau(\tau)]\) has a maximum at \(n = \bar{n}\) given by

\[
\bar{n} \approx \left[ \frac{N}{2 \pi \sigma (N - \bar{n})} \right]^{1/2},
\]

where Stirling’s approximation has been used for each factorial in Eq. (14).

For the more realistic case of an ion with electrons in several shells \(X\), it is convenient to write the cross-section for one-electron stripping, Eq. (10), in the form

\[
\sigma(n, n - 1) = (n_x + g_X) \sigma^1_X,
\]

where, for the M-shell,

\[
g_M = (8 \sigma^1_L + 2 \sigma^1_K) / \sigma^1_M,
\]

for the L-shell,

\[
g_L = 2 \sigma^1_K / \sigma^1_L,
\]

and

\[
g_K = 0.
\]

Eq. (14) still gives the correct result for stripping within one shell, if one substitutes

\[
N \rightarrow n_x + g_X \quad \text{and} \quad n \rightarrow n_x + g_X,
\]

where \(n_x\) is the initial number of electrons in shell \(X\). For typical relativistic ions, one finds \(g_M \simeq 2-3\) and \(g_L \simeq 0.2-0.3\). Substitution into Eq. (16) then gives peak values \(Y_\tau \simeq 0.2\) or 0.3 for stripping to the middle of the M- or L-shells, respectively. For stripping to \(\bar{n}_M = 0\) or \(\bar{n}_L = 0\), Eq. (14) shows that peak values \(Y_\tau \simeq 0.6\) can be obtained. These maximum yields are independent of \(Z_T \leq 13\), \(Z_p\), or ion velocity \(v\), except through a slight \(Z_p\) and \(v\) dependence of \(g_X\). Of course, to obtain a peak yield at a desired value of \(\bar{n}_X\), the stripper foil thickness must be chosen so that Eq. (15), with the substitutions (21), is fulfilled. For this purpose, the stripping cross-sections must be known.
3.3. Equilibrium ground-state model

Before discussing general non-equilibrium solutions of Eq. (8), we turn to the equilibrium solutions, obtained by setting \( dY_n(x)/dx = 0 \). These solutions are treated in detail by Betz [4]. We restrict the discussion to relativistic collisions where for the present purpose one can neglect multiple processes. Then, one finds that the equilibrium fractions \( F_n \) of Eq. (8) obey the iterative relation

\[
F_{n+1} \sigma(n + 1, n) = F_n \sigma(n, n + 1),
\]

(22)

where the definitions of Eqs. (10) and (11) for the one-electron stripping and attachment cross-sections are used. The relation (22) is most easily derived by starting with \( n = 0 \) or \( n = Z_p \) and iterating Eq. (8) step by step, with the condition \( dY_n(x)/dx = 0 \).

To solve Eq. (22), it is convenient to write it in the form

\[
F_n = r_n F_{n+1},
\]

(23)

where

\[
r_n = \sigma(n + 1, n)/\sigma(n, n + 1).
\]

(24)

Iterating Eq. (23) from \( F_n \) to \( F_{Z_p} \) (which represents the – minute – equilibrium fraction of neutral projectile atoms), one finds

\[
F_n = r_n r_{n+1} \ldots r_{Z_p-1} F_{Z_p},
\]

(25)

where

\[
F_{Z_p} = \left(1 + \sum_{n=0}^{Z_p-1} r_n r_{n+1} \ldots r_{Z_p-1}\right)^{-1}.
\]

(26)

Since (i) \( F_{Z_p} \ll 1 \), so that unity can be neglected with respect to the sum in Eq. (26), and (ii) \( r_n \gg 1 \) until \( n = 2 \) is reached, one finds that

\[
(F_{Z_p})^{-1} \approx r_{Z_p-1} r_{Z_p-2} r_{Z_p-3} \ldots r_2 [1 + r_1 (1 + r_0)].
\]

(27)

Using Eq. (25), one can now compute any \( F_n \), in particular the two-electron, one-electron, and bare-ion yields

\[
F_2 = 1/D, \quad F_1 = r_1/D, \quad F_0 = r_1 r_0/D,
\]

(28)

where

\[
D = 1 + r_1 + r_1 r_0.
\]

(29)

From Eq. (24) one obtains

\[
r_1 = \frac{2 \sigma_k}{\sigma(0,1) - \sigma_k/2},
\]

(30)

\[
r_0 = \frac{\sigma_k}{\sigma(0,1)}.
\]

(31)

Here, \( \sigma_k \) is the loss cross-section for a single electron in the projectile K-shell, \( \sigma(0,1) \) is the one-electron attachment cross-section into the bare projectile from all filled target shells, and \( \sigma_k \) is the capture cross-section into the empty K-shell.

The minimum foil thickness necessary to produce charge-state equilibrium, to a good approximation is given by the expression [44]

\[
x_{eq} \approx \frac{4.6}{\sigma_k + \sigma(0,1)/2},
\]

(32)

although the relation \( x_{eq} \approx 1/\sigma_k \) has also been proposed [45]. In numerical calculations the equilibrium thickness can be determined by requiring that the relative variation of the charge-state fractions with penetrated thickness approaches zero.

3.4. Quasiground-state model

As noted above, in a solid, excited-state effects can occur which are not always negligible. This has two consequences. (i) Capture to excited states will be reduced if these states are still occupied when the next collision occurs. Hence, the effective attachment cross-section to higher states is reduced. (ii) There can be electron loss from occupied excited states. Then, the effective ground-state stripping cross-section is increased, since the loss cross-section from an excited state is larger than that from the ground state.

These qualitative statements have been quantified in calculations by Anholt, first, assuming an ion in which one electron can occupy the 1s, 2s, or 2p states, or be absent [15], and, second, allowing two electrons to occupy these states [18]. Since the former case is more transparent than the latter, we restrict the discussion to it.

From Eq. (6) of Ref. [15], one can show that the equilibrium ratio \( F_1/F_0 \) of one-electron to bare ions can be written in the form
\[ F_i/F_0 = \sigma^0(\text{eff})/\sigma^0(\text{eff}), \]  
where the effective attachment cross-section is
\[ \sigma^0(\text{eff}) = \sigma(0,1) - f \sigma(1,2) \]  
and the effective stripping cross-section is
\[ \sigma^1(\text{eff}) = \sigma_K^1 + f \sigma_{et}^1. \]  

Here, the same notation is used as in Eq. (31), \( \sigma(1,2) \) is the one-electron attachment cross-section for the one-electron ion, and \( \sigma_{et}^1 \) is the total (to a good approximation, \( 1s \rightarrow 2s \) plus \( 1s \rightarrow 2p \)) excitation cross-section from the one-electron ground state. The factor \( f \) is less than unity and is given by
\[ f = (\sigma_L^1 - \sigma_K^1)/(\sigma_L^1 + \sigma_{de} + \sigma_{et}^1), \]  
where the cross-section \( \sigma_{de} \) represents a radiative and collisional deexcitation cross-section given by
\[ \sigma_{de} = \frac{3}{4} \lambda (2p \rightarrow 1s) \frac{1}{n_T v} + \sigma_{ex}(1s \rightarrow 2p). \]  

Here, \( \lambda (2p \rightarrow 1s) \) is the \( 2p \rightarrow 1s \) radiative decay constant, \( n_T \) is the number of target atoms per unit volume, \( v \) is the projectile velocity (\( \approx c \)), and \( \gamma \) is the projectile Lorentz factor.

If the deexcitation process dominates, \( f \to 0 \) and the ratio (33) reduces to the ground-state model value obtained from Eq. (28)
\[ (F_i/F_0)_{gs} = \sigma(0,1)/\sigma_K^1. \]  

On the other hand, if deexcitation is small, as might be the case if metastable states are formed, there can be noticeable excited-state effects.

### 3.5. Three charge-state model

The three charge-state model of Allison [5] is very useful in cases where either the heavy-ion velocity and charge state is high enough that only three charge states occur or if soon upon entering the target medium, the projectile is stripped down to the K-shell. In practice, it is usually applicable if the Bohr criterion (Section 1) is fulfilled for K-shell electrons. As shown by Allison [5], for three charge states the rate Eqs. (8) can be easily solved analytically. Applied to electrons in the K-shell, this model includes the multiple cross-sections \( \sigma(2,0) \) and \( \sigma(0,2) \) and provides the complete solutions of Eq. (8) for a maximum number of two electrons on the projectile. Using the present notation, the solutions are of the form
\[ Y_n(x) = F_n + [A(N,n)e^{ix} + B(N,n)e^{-ix}]e^{\sigma_{et}^1\sqrt{v}/2}. \]  

Here, \( F_n \) is the equilibrium charge-state fraction, which is obtained in the limit \( x \to \infty \), i.e., by neglect of energy loss of the projectile. The quantities \( A \) and \( B \) depend on the initial electron number \( N (=0,1,2) \) on the ion, as well as on \( n \). The quantity \( \zeta \) is a function of the cross-sections; it, as well as \( A \) and \( B \), is listed in Ref. [5] (care must be taken to change from the charge-state to the electron-number notation). The cross-section \( \sigma_{et}^1 = \sum_{n} \sigma_{et}(n) \), where \( \sigma_{et}(n) \) is defined in Eq. (9).

The \( F_n \)'s can be obtained directly from the cross-sections. If multiple processes can be neglected, the expressions for the \( F_n \)'s are identical to Eq. (28) [assuming \( \sigma(2,1) = 2\sigma_K^1 \), \( \sigma(1,0) = \sigma_K^1 \)]. For the case of pure stripping, the solutions (39) reduce to Eq. (14) \( (N \leq 2) \). This model reduces to a two-charge-state model if cross-sections involving the third charge state vanish.

### 4. The codes CHARGE and GLOBAL

Over the last decade, we have developed two different computer codes which provide solutions of Eq. (8) for relativistic collisions \( (E/A \approx 100 \text{ MeV}/\text{u}) \) of heavy projectiles \( (Z_p \approx 30) \). In this section, we outline their features and the used approximations.

The code CHARGE [46] uses the analytical solutions of Allison’s [5] three-state model and is thus restricted to describe the charge-state evolution in the high-energy domain where only bare, H-, and He-like ions occur. The cross-sections for projectile ionization are calculated according to Eq. (4) and screening is taken into account by means of the Slater screening constants [47]. Electron capture cross-sections are calculated according to Eq. (8) and the REC cross-section is obtained by summing up over all projectile principal quantum numbers up to 10 and over all target principal quantum numbers up to 3, the REC cross-section is calculated using the Stobbe formula [33]. Rough estimates for double processes are
made by assuming the double capture cross-section to be one tenth of the NRC cross-section into the bare projectile and by assuming the double ionization cross-section to be one tenth of the single-ionization of the H-like projectile.

The code GLOBAL [48] takes into account up to 28 charge states. As noted by Betz [4], the most useful numerical method for solving Eq. (8) is the Runge–Kutta method [49]. The main task is to parameterize the cross-sections $\sigma(n,n')$ in such a way that they are useful over the widest range of applicability.

Eq. (10) is used for the stripping cross-section. To obtain the cross-section for the different shells and subshells, the K-shell binding energy $E_K$ in Eq. (10) is replaced by the ionic binding energy $E_X$ of shell or subshell $X$ taken from Ref. [50]. In the program, screening effects are taken into account by interpolating each $\sigma_X$ linearly between its “unscreened” value (corresponding to the 1s$^2$ 2s or 1s$^2$ 2s$^2$ 2p$^6$ 3s electron configurations for the L- or M-shells, respectively) and its “screened” value (corresponding to the 1s$^2$ 2s$^2$ 2p$^6$ or 1s$^2$ 2s$^2$ 2p$^6$ 3s$^2$ 3d$^6$ 3d$^{10}$ configurations), as each shell is filled. Double K- and L-shell loss are taken into account schematically, using the work of Ref. [27].

Eq. (11) is used for the attachment cross-sections. Each non-radiative capture cross-section $\sigma_X$ is computed with the eikonal approximation, using the analytical K-shell formula derived by Eichler [37] and adapted to other shells in Ref. [16]. Screening effects are taken into account in a manner similar as for $\sigma_X$. The radiative electron capture cross-section is taken as a mean between the Sauter and Bethe-Salpeter cross-sections [23]. Double and triple capture are considered schematically, using the work of Ref. [27].

Excited-state effects are treated in an approximate manner by modifying the stripping and attachment cross-sections consistent with Eqs. (35) and (34), respectively. In principle, these modifications are appropriate only for the equilibrium situation. But, the work of Ref. [18] suggests that excited-state effects are not important at small target thicknesses. A further compromise is made by modifying only the K- and L-shell cross-sections for excited-state effects, since these cross-sections play a more important role at larger target thicknesses. On the other hand, at small target thicknesses, the M-shell stripping is not well represented by the model (see Section 5.1).

Using fitted range-energy relations, the program GLOBAL is able to determine the projectile energy at a certain penetration depth in the target. This allows the ionization and capture cross-sections to be adjusted to the projectile energy at the point of collision. The adjustment is specially important for thick targets, where the continuous change of projectile energy can prevent the attainment of a charge-state-equilibrium situation (see Fig. 11).

5. Comparison with experiment

In the following sections we compare the predictions of CHARGE and GLOBAL with experimental data measured at GSI (Darmstadt) and at LBL (Berkeley). By applying the program to over one hundred collision systems with $44 \leq Z_P \leq 92$ and $4 \leq Z_T \leq 92$ for which experimental data are available from LBL and GSI, we have found that at collision energies in excess of $\sim 100$ MeV/u the charge state yields generally are predicted to better than a factor of two. The exceptions are mostly in the electron number range in which stripping in the M shell takes place (see below). For small charge-state yields of the order of one percent or less, the predictions can deviate more from experiment. Few experimental data are available for lighter projectiles at relativistic energies because there the projectiles are nearly completely stripped [15].

The following examples have been selected to give representative results for light, medium heavy, and very heavy targets and medium and very heavy projectiles with kinetic energies from about 80 to 1000 MeV/u.

5.1. Non-equilibrium distributions

In Figs. 7–11 the calculated evolution of various charge-state distributions with target thickness is presented and compared with experimental data. Figs. 7 and 8 depict the charge-state evolutions for the ions Au and U at about 1 GeV/u in three
different target materials. For comparison, Fig. 9 shows examples for Xe projectiles at lower energies.

The dependence of the charge-state distributions on the electron number turns out to be the most sensitive test of the predictive power of model calculations. In Fig. 10 we present two measured thin-target charge-state distributions which are typical of stripping in the M and L-shells, respectively. As mentioned previously, the predicted M-shell distribution is only in qualitative agreement with experiment, whereas the predicted L-shell distribution is quite accurate.

Fig. 11 is an example for the charge-state evolution of bare projectiles (U) impinging on thick targets (Ti). The displayed theoretical curves are calculated with CHARGE and are almost identical with the predictions of GLOBAL. As can be seen from the figure, in very thick targets the energy loss is considerable, thus affecting
charge-changing cross-sections and charge-state distributions. While GLOBAL takes into account the slowing-down automatically, CHARGE calculations require the corresponding energy as user input.

On the whole, the predictions of GLOBAL and CHARGE agree with experiment to better than a factor of two. Therefore, these programs are quite well suited for stripper design and for other applications.
5.2. Equilibrium distributions and equilibrium thicknesses

Figs. 12 and 13 give predictions of GLOBAL for equilibrium charge-state distributions, as a function of target atomic number and projectile energy, respectively. In general, the predictions are very satisfactory. The results of CHARGE coincide almost with those of GLOBAL as long as only bare, H-, and He-like ions are observed. From experience, we can conclude that CHARGE gives reliable predictions as long as the He-like fraction is approximately equal to or smaller than the bare-ion fraction.

The equilibrium charge-state distributions for the collision systems shown in Fig. 10 (Au and U in Al) are displayed as a function of electron number in Fig. 14. Here, the model calculations represent the data very well, even at low energies where many charge-states contribute to the equilibrium distribution.

We complete this survey with a prediction of the target thicknesses required to achieve charge-state equilibrium for heavy projectiles. Fig. 15 shows calculated equilibrium thicknesses of C, Cu, and Au targets. Finally, we present calculated equilibrium charge-state distributions for Xe, Dy, Au, U ions in various target materials in Table 1.

6. Limitations of the models

Despite the good overall agreement between experimental data and the predictions obtained from CHARGE and GLOBAL, certain limitations of the applied charge-state models must be stressed. Electron-correlation processes such as resonant transfer and excitation (RTE), i.e., the time-reversed Auger effect, are not considered. RTE takes place when the adiabaticity parameter \( \eta \) is smaller than unity, and may enhance considerably the electron capture cross-sections in low-Z targets. Consequently, for stripper targets such as Be or C, this may have large impact on the charge state distribution.

In general, in the computer codes only approximations are used which were derived from first-order perturbation theories (see Section 2). This implies, that in particular for symmetric collision systems, where high-Z targets and high-Z projectiles are involved, the calculated charge-exchange cross-sections are questionable. Moreover, since we are essentially dealing with relativistic collisions of high-Z projectiles in the \( \beta \) regime between 0.4 and 0.9, relativistic effects start to play an important role. However, most of the charge-exchange cross-sections are calculated by using non-relativistic theories and relativistic effects are added in an approximate way. In some particular cases, e.g., K-shell excitation to p-levels, this may lead to deviations from more appropriate theories by a factor of two [24].

Summarizing the various limitations of the applied models, we emphasize that the aim of the developed computer codes is to provide a reasonable basis for the prediction of charge-state evolutions and distributions in matter. The cross-sections calculated by CHARGE and GLOBAL should be interpreted as effective cross-sections for high-Z ions interacting with solid matter rather than precise...
Fig. 12. Calculated and measured equilibrium charge-state distributions of Xe, Au, and U projectiles at different energies in various target materials. The curves are predictions of GLOBAL, which almost coincide with the predictions of CHARGE.
predictions of cross-sections for all atomic collision processes under single-collision conditions.

7. Applications

We illustrate a typical application by discussing the design of a stripper used at the CERN Pb-beam project [51]. The problem is to choose the best material and the optimum thickness for a stripper placed between PS and SPS accelerators at CERN. The incident beam (extracted from the PS) is 4.25 GeV/u Pb$^{53+}$. Behind the stripper, the ions should be fully stripped in order to reach the highest possible energy in the subsequent accelerator SPS. In addition, transverse and longitudinal
emittance blow-up, i.e., angular and energy-loss straggling, respectively, should be small because of the restricted phase-space acceptance of the SPS.

The performance of several stripper materials ranging from Be to Au was investigated. Fig. 16 shows the calculated equilibrium thicknesses which are required to achieve the highest yield of bare ions. Except for Be and C, in all materials more than 99% of the ions become fully stripped. Since capture and ionization cross-sections scale with high powers of $Z_T$, in high-Z target materials the cross-sections are much larger than in low-Z materials. Therefore, in these materials, equilibrium conditions are reached at smaller target thicknesses and thinner strippers can be used.

The longitudinal emittance blow-up is governed by the energy-loss straggling. Although from this point of view a high-Z material would be advantageous (see lower part of Fig. 16), the energy-loss straggling [52] is negligible as compared to the

---

Fig. 14. Calculated (solid lines) and measured (full circles) charge-state distributions for stripping as a function of the number of electrons on the emerging projectile: Upper left: 1000-MeV/u Au ions $\rightarrow$ 501-mg/cm$^2$ Al; upper right: 950-MeV/u U ions $\rightarrow$ 377-mg/cm$^2$ Al; lower left: 120-MeV/u Bi $\rightarrow$ 228 mg/cm$^2$ Al; lower right: 105-MeV/u U ions $\rightarrow$ 43-mg/cm$^2$ U.
relative momentum spread of the beam (which is of the order of a few times $10^{-4}$ for the Pb beam extracted from the PS).

Multiple scattering, which determines the transverse emittance blow-up, increases with the atomic number of the penetrated material, but this increase is slightly overcompensated by the decreasing stripper thickness required for charge-state equilibrium. Therefore the transverse emittance growth depends only weakly on $Z_T$.

Finally, Al was chosen for the stripper because of practical considerations. Transmission measurements confirmed that a 1-mm-thick Al stripper has the best performance with respect to stripping efficiency and emittance blow-up [53].

8. Conclusions

From our measurements and the comparison with model predictions, we can conclude that in general charge-changing processes of highly-charged projectiles during their passage through matter are well understood to predict charge-state distributions in the energy range from 80 to 1000 MeV/u. A striking result is that even for the heaviest projectiles only few charge states occur at equilibrium conditions. In the modeling of charge-state evolutions, some simplifying assumptions can be made, such as the neglect of multiple processes and excited-state effects. This knowledge and experience has been implemented in the codes GLOBAL [48] and CHARGE [46], which are useful tools for charge-state predictions of relativistic heavy ions and for applications.
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<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>93:7:0:0:0</td>
<td>94:6:0:0:0</td>
<td>97:3:0:0:0</td>
<td>98:2:0:0:0</td>
<td>96:4:0:0:0</td>
<td>94:6:0:0:0</td>
</tr>
</tbody>
</table>

### Xenon projectiles

<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>83:16:1:0:0</td>
<td>87:13:0:0:0</td>
<td>93:7:0:0:0</td>
<td>95:5:0:0:0</td>
<td>93:8:0:0:0</td>
<td>89:10:0:0:0</td>
</tr>
</tbody>
</table>

### Dysprosium projectiles

<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>83:16:1:0:0</td>
<td>87:13:0:0:0</td>
<td>93:7:0:0:0</td>
<td>95:5:0:0:0</td>
<td>93:8:0:0:0</td>
<td>89:10:0:0:0</td>
</tr>
</tbody>
</table>

### Gold projectiles

<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>700</td>
<td>62:34:4:0:0</td>
<td>70:27:3:0:0</td>
<td>83:16:1:0:0</td>
<td>89:10:0:0:0</td>
<td>89:12:0:0:0</td>
<td>82:17:1:0:0</td>
</tr>
</tbody>
</table>

### Uranium projectiles

<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
</table>
Table 1 (Continued)

<table>
<thead>
<tr>
<th>E</th>
<th>Be</th>
<th>C</th>
<th>Al</th>
<th>Cu</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(400)</td>
<td>(320)</td>
<td>(240)</td>
<td>(140)</td>
<td>(80)</td>
<td>(40)</td>
</tr>
<tr>
<td></td>
<td>(640)</td>
<td>(470)</td>
<td>(310)</td>
<td>(170)</td>
<td>(100)</td>
<td>(56)</td>
</tr>
<tr>
<td></td>
<td>(940)</td>
<td>(640)</td>
<td>(370)</td>
<td>(190)</td>
<td>(120)</td>
<td>(72)</td>
</tr>
</tbody>
</table>

All equilibrium fractions $F_0:F_1:F_2:F_3:F_4$ are given in percent. Above the distributions, the equilibrium thicknesses are given in parentheses in units of mg/cm$^2$. Fractions of less than 0.5% are denoted by 0. In some cases the sum of all fractions is less than 100%, either due to rounding errors or due to the occurrence of more than five charge states.
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Fig. 16. Upper part: Equilibrium thickness for 4.25-GeV/u Pb ions in different stripper materials $Z_T$ (solid line). Lower part: Energy-loss straggling $\sigma_E$ (dotted curve, left axis) and multiple scattering $\sigma_A$ (dashed curve, right axis) of 4.25-GeV/u Pb ions in stripper targets with the equilibrium thickness as displayed in the upper part.